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Many explanations of the attention layer in the
transformer-based networks jump into the variables,
such as Q, K, and V but do not develop a strong in-
tuition of why do we need them from first principle.
This is my intuition for it. Some details are skipped
such as positional encoding and multi-head attention
to develop the intuition for the necessary parts.

We start with a sequence of tokens, represented by
X. You might imagine token to be a word. Each
token xi with a dimension of dmodel. This xi is known
as the embedding vector and the dimension is also
known as the hidden size or the embedding size.

X = [x1, x2, x3, · · · , xn] (1)

The first thing we want to do with this sequence
is to capture some relationship between the tokens.
Or to learn some contextual information across the
tokens. Imagine you have a matrix as shown below,
where the matrix value is some score indicating high
probability of relationship between them. We will call
this matrix C for now:

C =

x1 x2 · · · xi
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So, let’s capture this contextual information with
two variables that can be learnt over the course of the
training. So, how do we end up with an equation as
shown in Eq. 2, C? C has a shape of Rdmodel×dmodel .
Firstly, we need two matrices and each of the matrices
need some weight matrix multiplied by the input X
(that’s where C gets its dimensions from).

C = XWQ(XWK)T (3)

We have labelled the two weight matrices to dif-
ferentiate them. We can simplify this by letting
Q = XWQ and K = XWK .

C = QKT (4)

Now, we have landed in the first part of the self-
attention equation and you might recognise this.

C captures the relationship between the sequence
of tokens nicely and we have a way of learning this.
What about the meaning of the words? The context
reveals alot of information about the words. Think
about the word ’bank’, it could have multiple mean-
ings. How do we capture such meaning? We can cre-
ate another matrix to store such information. This
new matrix will obviously need to have a relationship
between the token position as shown in C and the
information represented in the new matrix. Let’s call
this new matrix V , and it will have the form of XWV .
Each row of the V matrix corresponds to a position
in the input sequence and contains a dense represen-
tation of the information at that position. Now we
can combine it with C:

QKTV (5)

The beauty of the attention equation is the V and
how, using the context, we can start to learn the
meaning of the words. And after some time (after
millions of dollars) we can start learning the repre-
sentation of the world just through tokens and words
(though a poor representation). The context part of
the equation is normalised and ran through a softmax
function to help us train the model better.
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